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1. Data collection and resource allocation

In chapter 1 it was argued that where possible implementation researchers should be embedded as members of the implementation team, equally committed to ensuring a successful outcome and fully engaged in decision-making processes. One important area of decision-making concerns the allocation of scarce resources – which could alternatively be used to improve the scope or quality of the intervention – to data collection activities. Following the proposed definitions of chapter 1, these activities can be seen as directed towards three identifiable objectives:

1. Intervention management and accountability;
2. Operations Research intended to improve the current implementation;
3. Implementation Research to learn lessons from the current implementation that can be used in scale-up or re-location to a new context.

However, these objectives can be seen as highly interrelated, each involving the need to track implementation progress against the original intervention design, identify potential weaknesses in that design and test the initial assumptions on which it was based.

Every intervention should have budget lines intended to address objective 1, covering the costs of collecting the data required for intervention management and to demonstrate to those providing funds that resources are being allocated appropriately and outputs produced as intended. For convenience we can regard all such planned expenditures as falling under the general heading of intervention ‘monitoring and evaluation’. Often this will include a separate item to meet the cost of operations research studies to be undertaken in pursuit of objective two, for example testing alternative approaches to service delivery or behaviour modification in order to determine which would best serve the needs of the intervention. As discussed earlier, funding of the implementation research activities, including researcher time and data collection costs, will typically not be included in the intervention budget and would often be provided by another agency. However, much of the data required by the implementation researcher can be derived from that collected under the intervention budget, though the analysis of that data may well differ. This provides an opportunity to establish a mutually beneficial arrangement, with implementation researchers providing support, and possibly additional resources, to the intervention monitoring and evaluation system in return for full engagement in the design of that system.

From an implementation research perspective, the design of monitoring and evaluation systems requires not only an understanding as to how the data generated will allow rigorous analysis of the implementation process and the interaction of that process with key contextual factors, but an awareness of the types of evidence that will be acceptable to different stakeholders and audiences (Murray 2007). Apart from the other members of the implementation team, these might include national/ local policy-makers and officials; health workers; NGOs; donor and other international agencies; beneficiary communities and the general population. For example, donor agencies may demand ‘objective’ quantitative outcome indicators, while communities may be more impressed by qualitative evidence that reflects their own perceptions and concerns. A further consideration is that traditional monitoring and evaluation systems can tend to follow a routine reporting and analysis plan which is insufficiently responsive to rapidly developing potential opportunities and threats to the implementation process, especially in a CAS context. Both operations research and
implementation research activities may often benefit from ad-hoc, ‘real-time’ exercises, possibly undertaken in collaboration with service providers or intended beneficiaries, which can be effective in providing rapid feedback on access barriers and process bottlenecks as they arise. Such activities can combine information gathering with exercises that explore ways in which these barriers or bottlenecks may be overcome, both in the existing or in future implementations.

**Choice of research methods**

There is a tendency for researchers to think in terms of undertaking studies that can be easily categorized, using labels such as quantitative, qualitative, participatory, action-research, desk research, etc. A better approach is to start from a careful review of the various research questions that need to be addressed and then to assess which research methods might be able to deliver the required information on each of these questions. Resources should then be allocated in such a way as to best meet the overall research objectives, which will usually involve prioritising some questions over others, within whatever ‘budget constraints’ apply – which may relate not only to financial limitations but also to the limited availability of time, skilled/experienced personnel, access to data sources, etc. Such an approach may often involve unpalatable compromises relating to the scope, depth or precision of the intended research findings, but setting unattainable goals or attempting to ‘make do’ with inadequate resources will almost certainly degrade the quality of those findings.

One complicating factor in adopting such an approach, is that most researchers have a strong preference for primary data collection. They identify what they see as their requirements for specific data items and then assume that those requirements can only be met by the careful design and application of data collection instruments that are intended to deliver those items. However, before deciding to invest in any substantial data collection exercise, which will almost inevitably be costly and will typically prove substantially more costly than anticipated, it is almost always worthwhile to undertake a systematic inventory of relevant, accessible, secondary sources. These will almost certainly not provide precisely the data you want but may well provide data that can meet at least some of your underlying needs.

For example, reports and/or data from previous income or expenditure surveys may provide a reasonably adequate guide to current distributional questions if there is no reason to suspect that these may have changed radically since those surveys were undertaken. Even poorly maintained hospital financial records may provide better data for the estimation of inpatient treatment costs for a given condition than can be obtained from a survey that relies on the memories of former patients. Careful study of official reports, even if you are doubtful as to their reliability, will often enable you to be much more efficient in undertaking key informant interviews with senior policy-makers, allowing you to focus on questions which test the veracity of the information and opinions in those documents.

The general proposition here is that all potential sources of relevant data should be explored and their availability, accessibility, cost and potential value assessed before deciding on your research strategy. These would include:

- Documents: official reports, academic journals, media articles, internet blogs, etc.
- Routine data systems (RDS): financial data, personnel data, clinic records, etc.
- Existing survey data: national surveys, Demographic and Health Surveys (DHS) World Health Surveys (WHS), Multiple Indicator Cluster Surveys (MICS), etc.
- Implementation RDS: from the implementation monitoring system.
- New sample surveys: of patients, facilities, providers, community members, etc.
- Qualitative studies
- Rapid appraisal and/or Participatory exercises.
2. Secondary Data

Document Review

Document review should involve the *systematic* compilation and analysis of relevant printed and electronic material. In terms of health systems interventions, probably the most important sources will be legislative documents, policy statements and which set out the basic frameworks within which health systems function. There will also be a wide range of regulations, guidelines, manuals, protocols, etc., issued by ministries, other official agencies or by facilities themselves, which define the detailed operational procedures that should be followed in the management, administration and delivery of health services. These documents can be important even if the researcher is fully aware that they are widely disregarded, in that they can indicate what individuals perceive to be appropriate behaviour in terms of health service provision or at least what they perceive as being acceptable to the general population.

Organisations and individuals will often try to behave as set out in such documents even in the most difficult and chaotic circumstances, following procedures they know to be irrelevant simply because they have no well-defined alternative mode of operation. Working in Nigeria in the mid-1990s, when public health services were almost non-existent in many rural areas, the author had to work around a legal prohibition on the use of alternative forms for the collection of data on public facilities. This was often cited by providers even though it was clear to all those concerned that the official health information system had ceased to function. Similarly, state government officials would expend considerable efforts on the careful preparation of annual budgets, even though they knew that these would have limited effect in terms of controlling actual expenditures. Analysis of the gulf between what is contained in such official documents and the reality on the ground is often key to understanding the context within which interventions are undertaken.

A systematic document review should aim to at least consider, if not analyse, all those materials which may be relevant, from whatever sources. This will be time consuming and should not be seen as an activity which takes place only at the start of the implementation process but one which can be conducted at a steady pace over the research period. Increasing use of media outlets and in particular of the internet has dramatically increased the volume of information that is relatively easily accessible to the researcher. For example, reports from the international Demographic and Health Surveys, World Health Surveys and Multiple Indicator Cluster Surveys indicated above can be inspected or downloaded from their websites. In many countries census and survey reports are often made available in reasonably timely fashion through the internet sites of national statistical agencies or ministries. Reports from earlier periods, possibly useful in considering trends over time, may also have been archived on the International Household Survey Network (HISN) website. Expectations should be limited. Survey reports tend to provide relatively simple statistics, often at a high degree of aggregation, using variables that will almost certainly not have been defined as you might wish. Nonetheless, they can often provide a limited number of apparently relatively reliable indicators which may be very useful in terms of confirming or challenging information received from other sources.

Interesting insights into the concerns and intentions of relevant organisations can often be gained by examining their press releases, which again are now often made available via the internet. Given that they are almost always intended to present the organisation in a favourable light, these need to be subjected to careful analysis and interpretation, but can be extremely useful in determining the most effective strategy for exploring their underlying aims and objectives, for example in the design of key informant interviews. Media articles – in newspapers/magazines or on television or radio – provide another relevant source, which in this case will need to be assessed in terms of an informed judgement as to whether the author
can be seen as independent or biased in one direction or another. Such biases do not render the information useless – as long as its implications can fully incorporated into your analysis. Articles based on the opinions of those critical of your intervention can be of particular interest in terms of understanding the arguments that an implementation may have to address and in revising your stakeholder analysis.

A related and underutilised source are the internet ‘blogs’ that may be written by individuals within a healthcare agency or community based organisation, either on their own websites or on social media sites such as Facebook. The author gained valuable insights into the problems faced by an agency concerned with providing health advice from the activity on one such site, where it is easy for contributors to forget that their discussions are open to public view. Other sources of interest include the many advertisements for health providers and products, which may play a major role in influencing the attitudes of the local population as to the availability of treatments for a range of conditions. These may be found in the local media or on the internet but are also widely displayed on posters, either positioned by roads or in shop windows. Such ‘documents’ can now easily be captured and analysed in the same way as other materials using digital cameras. Such cameras can also be used to incorporate a range of relevant maps, charts and photographs which the researcher may encounter.

It should be emphasised that document review is a research activity and as such should be fully described in the research report. Details must be provided as to how different sources were explored and relevant materials identified, accessed and analysed. Stage one in such an analysis, as indicated above, is to understand the origins of the document and the reasons for its production. This should allow you to make an intelligent assessment as to how it may be interpreted. Was it an uncontroversial attempt to codify existing practices to make sure that all providers followed a common approach or a highly contested regulation which imposed unwelcome constraints on income generating activities? Was it intended to demonstrate how careful a government agency had been in managing a social insurance fund or to attack the profligacy of political opponents? Stage two would involve seeking ways to verify any of the claims or estimates contained in the document. Can they be compared with those from any other source? Is the methodology adopted described in the document and if so does it seem appropriate? Is it possible to discuss the findings with those who had published them? Stage three involves the more difficult tasks of extracting relevant excepts from each document summarising these without losing essential content and then combining these summaries under various themes and sub-themes. This is most frequently undertaken on a relatively pragmatic basis, relying on the experience and skills of the researchers. However, there are more rigorous methodological approaches which are usual described under the heading of ‘content analysis’ (Hsieh and Shannon 2005) and in recent times these have often been undertaken using a range of specialised computer software packages (ESRC undated).

**Routine Data Systems**

Routine (administrative) data systems (RDS) have the great potential advantage that they can deliver disaggregated, time-series data by geographical area (region, state, district, sub-district, etc.) (Lagarde 2012). Facility records, for example attendance registers, patient records, disease registers, prescriptions, insurance payments, financial accounts, etc. can be an important source of quantitative data, if they can be accessed by the researcher. They may be immediately of value or of use after further processing. For example they may require reorganisation, aggregation, disaggregation or other manipulation. In this case it is necessary to ensure that the nature of the data in terms of such aspects as definitions and collection procedures is thoroughly understood, as the possibilities for misinterpretation are considerable. It may in some cases be cost-effective to invest resources in measures which support improvement of the RDS. For example, in some countries many primary facilities still lack simple electronic calculators and may have to spend considerable time adding up many
columns of figures, often making mistakes. In one study the author found that the simple provision of higher quality attendance registers and prescription pads (the only documents available at this level) and a supply of pens, pencils and erasers, dramatically improved the recording of patient and treatment details over the course of the research. In recent years the provision of mobile phones does appear to have considerable potential (Neupane et al. 2014, Uganda 2012).

Mainly because they can provide data which can be disaggregated to the particular location in which an intervention is undertaken, it can be more useful to analyse RDS than existing survey data. However, in most countries it suffer from well-known limitations, often in spite of many attempts at improvement. There are three major issues:

- coverage – focusing only on those who use services can be extremely misleading – we know that it is generally the poor and vulnerable who are most often excluded;
- general poor quality (accuracy, timeliness) – often reflecting indifference on the part of staff who have come to believe that senior health service managers, officials and politicians rarely make use of, or even consult, the data they provide;
- incentives to misreport (e.g. where providers receive performance related payments) – and an absence of effective audit systems that might detect misreporting.

The poor quality of the data may be improved to a limited extent by measures such as those indicated above, but typically relate to a widespread culture of indifference to reliable reporting which is not easily amenable to change, given the resources available to any specific intervention. Some financial data (e.g. payroll data, payments by health insurance agencies) may be more reliable because it is subject to audit procedures. One potentially useful activity is to explore the possibilities for combining routine data with other sources, such as surveys, to generate ‘best estimates’ (Rowe 2009). This implies the need for expectations to be limited and second-best options to be explored. For example, while such basic indicators as service utilisation, access and cost are not ideal, they may provide a reasonable basis for context analysis and to verify data from other sources.

RDS data quality is a particular concern when disaggregation within the intervention area is required. As a general rule, administrative data quality depends on the quality of administrators, and both tend to be correlated with the overall level of development. The poorest areas and facilities typically have the least reliable data. This is of particular concern in terms of indicators derived from information systems which are subject to the pressures associated with the provision of marketable goods and services. For example, rural health workers in poorer areas (given that their government salaries are sometimes barely sufficient to purchase basic food and clothing) have become very adept at providing information that satisfies higher levels of administration while not limiting their alternative income generating activities. It should be noted that variations in the quality of data, particularly administrative data, between areas and facilities may also influence aggregate estimates, as these are often based on partial coverage. Facilities in less developed areas not only tend to provide less reliable data, they often fail to provide data on time. As overall estimates are often derived by “grossing up” the information available when estimates are required – i.e. information from better resourced facilities, biases which tend to overestimate service utilisation, staffing levels, drug availability, etc. may be introduced.

Finally, note that many of the most important health indicators require the combination of service data from the RDS with overall or age-specific population estimates. These will reflect the ‘denominator problem’ of indicator construction – the fact that these estimates are typically crude estimates and/or outdated. The influence of changing population sizes and distributions, often due to internal migration, on access and utilisation measures can be substantial and will often need to be considered in the interpretation of trends over time. Again, poor regions may be particularly affected by both push and pull migration factors. The use of population
estimates also raises issues of data availability. Population estimates in years removed from that in which the census is taken will be derived from demographic models, often based on parameters estimated from DHS data. These models may be reasonably reliable at the national level but are not intended for sub-national estimation and typically do not allow for the effects of possibly large-scale internal migration.

**Existing Survey Data**

Anyone who has undertaken a reasonably large-scale sample survey will appreciate that it can be a daunting task. It primarily requires a range of managerial and administrative skills that are often lacking even in some of the most talented and experienced social science researchers. In particular, surveys usually involves the hiring, training and management of a substantial number of enumerators, supervisors and data entry staff who may have little interest in the survey objectives and need constant encouragement and oversight to ensure the quality of the data produced. They also typically involve a considerable investment in terms of both time and money. If it seems at all possible that relevant research questions can be addressed by secondary analysis of an existing survey data set which is known to be of reasonable quality, it would be a mistake not to at least seriously consider this option (Boslaugh 2007).

One key question to be addressed is how the quality of the existing data set is likely to compare to that from any new survey. Where surveys which have been conducted on a regular basis for a number of years by permanently employed staff members, for example from a national statistics office, their accumulated experience may well imply that the quality of the final product is likely to be considerably in advance of that from a newly designed survey conducted by a team of recent recruits employed on short term contracts. The sampling expertise and resources (e.g. computerised sampling frames) available within the agency that designed the existing survey may also have been far in advance of that available within the implementation research team. This may imply that there will be greater uncertainty as to the validity of estimating population parameters using sample statistics derived from the new survey.

In addition, the existing survey may have included questions on topics, for example incomes or expenditures, which would be of considerable value in any analysis but which could not realistically be included in a new survey given budget constraints. If it had been undertaken on a national or sub-regional basis, it could also provide an opportunity for direct comparison of data from the implementation sites with that from other areas, an important consideration when exploring the opportunities and challenges involved in scaling-up or relocating the intervention. Similarly, if the same questions have been asked in successive rounds of the survey over previous years, it may allow analysis of trends over time which provide insights that would not be available from a cross-sectional survey.

The above qualities are of course irrelevant if the survey data cannot be used to explore the questions that the research needs to address. An initial problem may be that it is difficult simply to gain access. For example, national statistical agencies will usually argue that survey data is collected on the basis that it will only be used for a specific purpose and that the respondents have been assured that it will not be shared with other organisations. Versions of the data from which any variables that can be used to identify respondents have been removed may be made available but often only with a considerable delay that reduces its value. Agencies may also require researchers to make a formal request for the data which involves a detailed explanation of the types of analysis to be performed and the intended uses of any findings, possibly requiring any resulting reports to be submitted to them before dissemination. In some cases they may also demand a substantial payment for use of the data. Note that the international agencies indicated above usually do make data freely available to researchers with minimal formality and it is also worthwhile to explore the International Household Survey
Network (IHSN) website, which does hold selected survey data sets, though many of these will be some years out of date.

The researcher will not only need to gain access to the data itself but also to the ‘meta-data’ which provides a detailed description as to how it may be analysed and interpreted. As a minimum this must include the questionnaires and coding manuals, but it will often be very useful also to have copies of the enumerator and supervisor manuals. For example, if respondents were asked if they visited a public or private clinic the answers may well differ substantially depending on the guidance (if any) provided by enumerators as to how to distinguish between these two types of facility. Having considered the precise nature of any variables of potential interest in the data, the researcher will then have to make a considered decision as to whether they can be used to at least provide insights into the original research questions. It is in the nature of secondary data analysis that the variables available are rarely those which the researcher would have chosen to analyse. The original question may not have been worded as you would have wished. The instructions to the enumerators may have resulted in an excessive number of missing responses. The coding system adopted may have lost information that would have been extremely useful. Even if these problems can be overcome, you may find that the sample size is too small to allow disaggregation to the extent necessary to provide relevant estimates for the intervention population. Nonetheless, all these potential limitations should not prevent you from exploring this option. The costs are often minimal and the potential benefits considerable.

3. **Primary Data Collection**

**Qualitative or Quantitative?**

A somewhat simplistic view of the appropriate uses of alternative approaches to primary data collection is shown in the following table:

<table>
<thead>
<tr>
<th>Objective</th>
<th>Methodology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantitative estimates representative of population parameters</td>
<td>Formal surveys</td>
</tr>
<tr>
<td>Knowledge of sampling errors</td>
<td></td>
</tr>
<tr>
<td>Quantitative data with some understanding of processes</td>
<td>Quantitative Rapid Appraisal</td>
</tr>
<tr>
<td>Repeatable for trend assessment</td>
<td></td>
</tr>
<tr>
<td>In-depth knowledge of behaviours, perceptions, attitudes, etc.</td>
<td>Qualitative Methods</td>
</tr>
<tr>
<td>Interpretation of existing quantitative data</td>
<td></td>
</tr>
<tr>
<td>Very limited contextual knowledge</td>
<td>Qualitative Rapid Appraisal</td>
</tr>
<tr>
<td>Limited resources</td>
<td></td>
</tr>
</tbody>
</table>

At one extreme, we might be concerned to produce estimates of specific population parameters, for example utilisation rates for health facilities or the frequency of given symptoms in young children over a previous period, together with the associated ‘errors of estimation’, which allow us to specify how confident we can be that those estimates fall within a given range. If we wish these estimates and confidence limits to be widely accepted as valid, we would be well advised to use formal surveys which follow the accepted principles of
statistical inference. If we are less concerned about the precision of such estimates and believe that we can derive them to an acceptable degree of accuracy using alternative and less resource intensive methods, for example by extrapolation from facility records, questioning key informants or focus groups, or techniques such as participatory ranking or mapping (Chambers 2007, Rifkin 1996). In the above, such approaches are described as ‘quantitative rapid appraisal’. Using standard procedures can allow comparison between areas and over time, but the extent to which such estimates are accepted will in this case depend on our ability to persuade others of their reliability.

If we need to understand not only how individuals and organisations behave but why, we may decide that some form of detailed qualitative study is required. This may involve long-term engagement with the study population, using a range of observational and interview techniques to formulate and then test alternative explanatory theories. Finally, if we know very little about the context within which we are working, a common situation at the start of any research activity, we might adopt an approach which can for convenience be labelled ‘qualitative rapid appraisal’, mainly using key informant interviews to enable us to at least frame relevant research questions.

However, it is often worthwhile to think ‘outside-the box’ when considering which methodologies and methods might be the most appropriate (or cost-effective) to meet data requirements in a specific context (Holland 2007). Kanbur (2003) suggests that we usually categorise qualitative and quantitative methods as having the following characteristics, locating them at the opposite ends of five ‘dimensions’:

<table>
<thead>
<tr>
<th>Qualitative</th>
<th>Quantitative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-numerical information</td>
<td>Numerical information</td>
</tr>
<tr>
<td>Specific and narrow target groups</td>
<td>Large general target population</td>
</tr>
<tr>
<td>Active engagement with respondents</td>
<td>Passive involvement of target population</td>
</tr>
<tr>
<td>Inductive methods of inference</td>
<td>Deductive/statistical inference</td>
</tr>
<tr>
<td>Description/generalisation/theory construction</td>
<td>Hypothesis testing/econometric modelling</td>
</tr>
</tbody>
</table>

But there are no ‘rules’ that force you to accept this dichotomy. Given that researchers are always constrained by limited budgets, they should try to assess the costs and benefits of locating at different points along each of these dimensions in a specific research context, considering only how they will justify their decisions if challenged. For example:

- Traditional household surveys can be used to gather non-numerical information using ‘open-ended’ questions (Rog et al, 2011).
- Participatory methods can be used to generate numerical data – e.g. ranking of providers, estimated travel times to different facilities, etc. (Chambers, 2007).
- Qualitative studies can use probability sampling and large sample sizes to gain credibility (Barahona and Levy 2002).
- Qualitative studies may rely primarily on observational data, involving limited interaction with members of the targeted population (Walshe et al. 2012).
- Qualitative studies of social networks can use statistical methods and mathematical modelling techniques to generate network maps (Bishai et al. 2014).
**Potential advantages and disadvantages of qualitative studies**

One great attraction of qualitative approaches to many researchers is the extent to which they feel in control of the process. Sample sizes are typically relatively limited, allowing a small number of skilled, experienced researchers to take the time required to fully engage with those who are providing information. There can be considerable flexibility, with those researchers being trusted to make decisions as the research proceeds, for example selecting additional or alternative respondents, adapting questions or participatory as their knowledge of a situation increases and possibly opening up unplanned lines of enquiry if unexpected responses or observations suggest that these may be of importance.

Given sufficient expertise, researchers can undertake detailed investigations not only as to the knowledge of respondents but also their perceptions, attitudes and motivations. If they can gain their trust, they may be able to explore sensitive issues and assess emotional responses. Interviews which take place in homes or facilities will often allow valuable insights into relationships, processes and contexts simply by careful and prolonged observations. Of particular importance when there is limited knowledge at the start of a research activity as to which are the most relevant issues, qualitative studies can allow the gradual elaboration of concepts and theories as the research proceeds, delaying the often very difficult task of formulating precise definitions of variables and the expected relationships between them until the researcher has had an opportunity to experience the ground realities (Kuznetsov et al. 2013).

To some extent, the disadvantages associated with the archetypal qualitative study can be seen as the mirror image of the advantages. The flexibility which is so attractive to many researchers tends to place great weight on the regard in which the members of the research team are held by those whom they might wish to persuade of the value of their findings. The central issue is that of subjectivity, that given the extent of their control over the process of data collection it is likely that the research findings will be at least partly determined by the preconceptions of the researchers, i.e. they will tend, quite possibly unconsciously, to gather information that reinforces their personal perceptions as to how the world works. While it can reasonably be argued that quantitative research also has to contend with this issue, the use of predetermined instruments and procedures – questionnaires, manuals, sampling designs etc. – provides those who wish to determine the extent to which findings have been influenced by the decisions of the researchers with the documentary evidence they require. This indicates the way in which qualitative researchers can guard against their findings being dismissed as ‘too subjective’, by ensuring that every step in the data collection process is carefully documented, providing detailed descriptions not only of what was done but why. This should be a central component of an activity usually described as ‘reflexivity’ (Finlay 2002; Mruck and Breuer 2003), ongoing assessments by each researcher of the extent to which their activities might be driven by personal factors and attempts to counteract that tendency.

One related common criticism of qualitative studies is that of sample selection biases, for example tending to gather information more from those who are in favour or those who are against the intervention, neither group being representative of the overall population. Researchers will usually try to avoid obvious potential biases, such as relying on local officials or ‘community leaders’ to determine their subjects, but it is easy to overlook other potential pitfalls, for example limited resources may result in a failure to seek out less accessible stakeholders, for example those who live in remote or less accessible areas. Sample sizes are often limited in qualitative studies. The essential need to use only capable, experienced researchers, because the quality of the findings is so dependent on their abilities, generally implies that the cost per respondent will be substantially higher than that for quantitative studies using enumerators to complete standardised questionnaires.
Small samples can raise difficult problems in terms of analysis and interpretation, given that we are often interested in the relationship between the diverse circumstances and characteristics of our respondents and their perceptions, attitudes, etc. We would often see it as essential to distinguish between respondents in terms of a range of attributes including gender, age-group, income/wealth, rural/urban, etc. even if we adopt a policy of stratification, such that we have respondents in each cell of the implied multi-way table, the numbers in each cell will be so small that we may be reluctant to infer that they can be extrapolated to other ‘similar’ individuals in the study population. One common challenge to qualitative findings is that they are anecdotal, interesting as descriptions of individual cases but unrepresentative and therefore of limited use in terms of reaching general conclusions and hence in terms of policy making. A similar complaint may arise with respect to comparisons between the various groups, for example differences in attitudes as between men and women. If there were relevant differences in the nature of the information gathering process between groups, for example different researchers choosing to vary the type or sequence of questions, or the use of male researchers to interview men and females to interview women, it might be argued that at least part of the observed differences may simply reflect inter-interviewer variation. A final, practical disadvantage, of qualitative studies is the sheer volume of information, mainly textual, that they almost always generate, posing substantial problems in terms of analysis and interpretation, even with the use of computer software packages (ESRC undated).

Potential advantages and disadvantages of quantitative studies

A well designed and implemented probability sample survey has the unique advantage of being able to provide reliable, bounded estimates of key population parameters, for example immunisation rates, illness prevalence rates, utilization of services, average length of stay in hospital, median cost of an outpatient visit, etc. Unlike any other methodology, it allows the researcher not only to generate such estimates but to specify how ‘confident’ they are that each estimate falls within a stated range (the ‘precision’ of the estimation). These estimates are derived using the area of mathematics known as statistical inference, which allows a researcher who can show that they have ‘followed the rules’ of probability surveys to present such estimates without the need for further justification. While other approaches, for example market research surveys or political opinion polls, may make similar claims, they are almost always not following the rules and therefore cannot legitimately use the language of statistical inference to support those claims.

This ability to generate reliable estimates to a given level of precision can be very attractive to policy-makers because it allows them to assess the potential quantitative impact of a given intervention. For example, China has recently started to introduce policies which provide improved health insurance coverage for the poorest members of rural populations. Such policies had been recommended by health researchers for many years but became much more acceptable to government when the costs of such changes could be reliably estimated from probability sample survey data. Again very useful from a policy perspective, the adoption of predetermined and standardised instruments for data collection in most quantitative studies enhances the credibility of making comparisons between different subgroups of the target population. Given that precisely the same questions are asked in what should be precisely the same manner to such subgroups, for example the heads of richer and poorer households, it will often seem plausible to directly compare their responses, for example in terms of the proportion of children under two vaccinated against polio. Quantitative studies generally try to minimise any variations in behaviour between those collecting data from different subgroups, which may be misinterpreted as between sub-group variation. Similar consideration apply to comparisons over time, for example estimation of trends in childhood malnutrition rates using DHS data for different years.
The desire to make comparisons between subgroups or over time is related to one of the main disadvantages of the typical quantitative approach, the difficulty of developing simple, uniformly applicable definitions of key concepts that are well understood and have a common interpretation across all subgroups of the population. For example, in one pilot exercise conducted by the author, a standard question as to whether anyone in a household had suffered an acute sickness in the previous two weeks produced incidence rates for those in the poorest rural area surveyed that were far too low to be believable. A follow up qualitative study found that fevers were so common that many people did not consider them worth reporting. Similar issues arise with respect to many of the covariates on which we often try to collect data in such surveys. The distinction between rural and urban areas, for example, is often problematic as is that between public, not-for-profit and for-profit facilities (if we are aware that they are all charging for services to a greater or lesser extent). Particular difficulties arise with studies that are concerned with equity. Measures of income, expenditure, wealth, indebtedness, vulnerability, etc. are notoriously difficult to define in ways which can be confidently expected to produce comparable findings across sub-groups (World Bank 2003).

The above indicates the need for a profound understanding of both the topics addressed and the population targeted at the design stage of any quantitative study. They should certainly not be used to explore issues about which the researchers have very limited understanding. That will almost always result in a substantial expenditure of resources to little purpose. In-depth knowledge is essential if the study is to be well designed and the design phase is often the key to a successful outcome. The implementation of a large-scale quantitative study is primarily an exercise in human resource management and logistics. Once launched it is very difficult to change course or rectify any major design defects that may become apparent. It is essential to ensure: (a) that the research team has the necessary management skills required and that those with these skills are willing to take a leadership role – along with the responsibility for ensuring that the exercise proceeds with as little divergence from the original intention as possible; and (b) that the resources are sufficient to allow for unexpected problems – bureaucratic delays, equipment failures, illness, bad weather, etc. – which will almost inevitably be encountered. Attempting to stretch an inadequate budget and ‘hoping for the best’ is a recipe for failure. Finally, it should be taken into account that those who most strongly favour quantitative studies often have a tendency to pay insufficient attention to likely data quality issues, preferring to make heroic assumptions as the reliability of the findings derived from this data, often substituting technical expertise for considered analysis and claiming general validity for what are typically very simplistic models of causality.

**Combined Methods**

In practice, it would be very unusual, and almost certainly a mistake, not to use both quantitative and qualitative approaches in any implementation research exercise. While there is a very long history of researchers combining quantitative and qualitative methodologies, the mid-1990s saw a more formal discussion of the opportunities and potential pitfalls of using ‘combined methods’ (sometimes described as mixed methods or qual/quant) (Qualquant 2016, Palinkas et al. 2011, Barnett et al. 2016). Most attention has focused on the potential advantages of using qualitative studies to complement and support large scale surveys (Kanbur and Shaffer 2005) they include:

- The use of qualitative studies to improve survey design
- The interpretation of counterintuitive or surprising findings from surveys
- Explaining the reasons behind observed survey outcomes
- Exploring the motivations underlying observed behaviour
- Suggesting the direction of causality
- Assessing the validity of quantitative results
- Understanding conceptual categories such as ill-health, household, etc.
Interpreting local categories of social differentiation, e.g. poor/non-poor
Provide a dynamic dimension to cross-sectional household survey data.

However, there are multiple pathways by which qualitative and quantitative studies might be linked. Marsland et al. (1998) categories these pathways under three broad headings:

A: *Swapping tools and attitudes: “Merging”*
1. Adopting standard sampling techniques in qualitative studies (Barahona and Levy, 2002).
2. Coding responses to open-ended questions using qualitative enquiries.
3. Using statistical techniques to analyse quantitative data obtained from qualitative studies, for example:
   a. Creating frequency tables from coded responses to open-ended questions.
   b. Constructing models based on binary and categorical data from ranking and scoring exercises.
4. Using participatory mapping to create sampling frames for questionnaire surveys.
5. Using findings from qualitative studies to reduce the non-sampling error (e.g. misunderstandings, offensive questions) in questionnaire surveys.

B: "*Sequencing"*
1. Using exploratory techniques to establish hypotheses which can be tested through questionnaire surveys.
2. Using a questionnaire survey to gather responses to a few key questions from a probability sample of respondents and then undertaking a qualitative follow-up study of respondents that appear to be of particular interest.

C: “*Concurrent use” of tools and methods from the different traditions*
1. Using a questionnaire survey to determine quantitative indicators (e.g. Likert scales (Sullivan and Artino 2013)) on perceptions and attitudes relating to public and private health services.
   *alongside:*
   2. Qualitative exercises (key informant interviews, focus group discussions, participatory exercises) to address the same issues with the aim of gaining greater understanding.

These possibilities are reflected in figure 1 below.
For example, Lucas et al. (2009), used large-scale sample surveys in Cambodia, China and PDR Laos to identify households where at least one member had suffered from a serious illness over the course of the previous year. A limited number of geographical case studies, based on purposively selected counties in China and health districts in Cambodia and Lao PDR were undertaken. In each of these areas households affected by major illness were identified and studied using a two stage approach:

1. A rapid and reasonably large-scale household questionnaire survey was undertaken using cluster sampling of households within the selected study areas. This aimed to identify households substantially affected by different categories of serious health problems and to estimate the proportions of such households in the population.

2. The sampled households were analysed and classified into a number of strata based on the information provided by the questionnaire survey (the choice of stratification variables is indicated below). In-depth studies, typically requiring 1-2 person days, of a probability sample of the households in purposively selected strata were then undertaken by a team of social scientists.

4. Sampling in quantitative and qualitative studies

Implementation research aims to generate findings that are taken seriously not only by academics but much more importantly by the implementation team, policy makers, service providers and the general population. As indicated above, it will typically use a combination of quantitative and qualitative methods. However, whatever the methodology there may be advantages in selecting samples that can be seen as representative of some specified population, allowing findings to be more plausibly generalized, or alternatively selecting samples which exhibit a high degree of diversity, to demonstrate that all aspects of an issue are explored. Whatever the methods of data collection, it is at least worth taking time to consider how accusations of bias in the selection of research subjects, a very common tactic adopted by those who wish to discredit unpalatable research findings, might be addressed.
A key point to remember is that your choice of data collection procedures does not dictate your choice of sample selection procedures. The only requirement is that these choices should jointly aim to deliver findings of a quality and nature that you believe: (a) justify their use to influence your target audiences; and (b) have the potential to be accepted by those audiences.

**Why is sampling important?**

Though we may tend to associate the concept of sampling with the formal procedures adopted, for example, in household surveys, quality testing of drug supplies, or audits of financial accounts, in practice it is central to our understanding of the world. Of necessity, almost all of our experiences are derived from samples: the people we have met, the organisations we have encountered, the documents we have read, the places we have visited, are a vanishingly small proportion of all those which might have influenced our perceptions and attitudes. In principle we know that information obtained from samples can be misleading, that it can be biased, to a greater or lesser extent, but it is often very difficult to act on that knowledge in a consistent manner. For example, even when engaged in our professional research activities, our impressions of people and places will often be strongly influenced by the small number of individuals that we meet and the observations that we make during a relatively short visit at a particular time of year. Even if we know or suspect that the doctors, nurses, local officials and community leaders that we encounter have been selected by stakeholders that have a strong incentive to ensure that we leave with a particular impression, it is often very easy to persuade ourselves that we are such skilful and experienced researchers that we can ‘read between the lines’ and make unbiased assessments of the true situation.

There are two problems with this approach. First, that we are almost certainly overestimating our abilities. Self-deception is a widespread human trait even among the most intelligent (Lamba and Nityananda 2014). Second, we are taking a serious risk in assuming that the target audiences for our research findings will accept our assurances that we have such abilities. As emphasised throughout this book, implementation research findings may be used to advocate major changes in health policy or major reallocations of health resources. It is appropriate therefore for those presented with such findings, particularly if they are in a position to make those changes or reallocations, to aggressively examine the methods we have employed. The simple assertion that you are convinced that the findings are not influenced by sampling biases is not, and should not be, a sufficient response.

**Some definitions**

The language used in discussing sampling procedures can be a cause of confusion. The following definitions can be applied to all forms of sampling:

- **Population**: A collection of entities – individuals, households, records, organisations – about which we wish to make qualitative or quantitative statements.
- **Sample**: The subset of entities on which we base those statements.
- **Sampling Design**: The procedure used to select that subset of entities.
- **Sampling errors**: Misleading findings arising from reliance on data from a sample.
- **Non-sampling errors**: Misleading findings arising for any other reason.

Note that some care is required in distinguishing between the sample we intend to obtain and the sample we do obtain. For example, if we make the elementary error of visiting a village at a time of day when most working-age adults are absent, we should be very cautious in assuming that the perceptions and attitudes of those available for interview reflect those of the community at large. Similarly, if any of the questions in a given study address sensitive issues,
we may well find that a substantial proportion of the members of our intended sample refuse to answer. Again, we would be foolish to assume that the responses can be considered representative of the overall population. One useful way to think about such issues is to decide which members of the population had at least some chance of being included for our sample. In technical terms, we usually describe such individuals as having a probability greater than zero of being included. This group is sometimes described as the sampling population because it is the population from which our sample is selected in practice rather than in theory.

We should always be extremely cautious in making inferences from a sample that relate to individuals who were not in the sampling population. For example, an utilisation study based on a sample of clinic returns available at the ministry of health will not necessarily provide reliable estimates at a national level if a substantial number of clinics in poorer, more remote locations have failed to submit their returns. A study on healthcare costs using a sample of health insurance records cannot be assumed to allow inferences to a population that includes the uninsured. A study assessing satisfaction with health services by using mobile phone calls to a sample of patients following treatment must consider the possibility that the findings might have been very different if it had included those without access to a mobile phone.

Chambers (2006:28-32) uses the term ‘rural development tourism’ to explore the potential for sampling biases in assessments based on the type of short, infrequent visits to study sites that are common not only in research studies but which also play a major role in the routine activities of public officials, politicians, consultants, NGO/donor agency staff, etc. Such biases, which can dramatically limit the size and diversity of the sampling population include:

1. Spatial Bias: Staying close to urban areas, traveling only on tarmac roads and preferring to visit communities and individuals who live near to such roads.
2. Project Bias: Areas where activities are taking place, projects are in progress.
3. Person Bias: Elites, Males, Users (those who use services or are targeted by projects), Visible/Active Individuals, etc.
4. Seasonal Bias: Fieldwork done when travel is easy, avoiding floods, droughts, etc.
5. Diplomatic Bias: Reluctance to annoy elite members of the community by addressing sensitive issues, tendency to avoid potentially embarrassing encounters with the very poor, the very sick or community outsiders.
6. Professional Bias: Focusing on areas offering favourable opportunities for research. For example, where health facility records are well maintained.
7. Security Bias: Avoidance of areas with a risk of political unrest or violence.

There are many ways in which we can reduce the likelihood and/or extent of sampling bias. For example, in terms of seeking evidence from existing documents we often adopt a process called systematic review (Hemingway and Brereton 2009), which aims to ensure (a) that we clearly describe our approach to making best use of those documents and (b) that we have read at least what we can argue (on the basis of explicit criteria) to be the most important. In the situation described above, making a brief visit to a new study site, we might seek alternative ways of selecting our informants, for example asking to talk to male and female, older and younger community members or taking advantage of clinic visits to engage discretely with low level health workers who were not invited to the formal meetings. There are a wide variety of ways to select a sample. The basic principle is that we try to devise and rigorously implement sampling procedures that are less likely to result in samples that lead us to make incorrect inferences.

Example: a small-scale exploratory study in the Niger Delta, Nigeria, sought to discover barriers to use of bed nets (Galvin et al. 2011). Convenience samples of volunteers in a number of villages were asked about sleeping arrangements, perceptions of bed nets and barriers against their use. Because they tended to talk to the most easily accessible respondents, a substantial majority of those in the samples were adult males. The article
reports that the “gender bias of our sample” limited “the conclusions that can be drawn … importance of structural and inconvenience factors, safety, and comfort may reflect issues of more concern to males”. A “more focused purposive sample” of “mothers of under-fives, and young people 12 to 19 years may illuminate some further barriers or motivations”.

Some of the most commonly used sampling methods by researchers, which vary considerably in terms of the extent to which they address the key issue of selection bias, depending on the context in which they are employed, are:

1. **Convenience**: selection of those who are easily available and willing to respond.
   - Snowball sampling is often used for hard-to-reach cases (for example those with a stigmatising health condition) and involves locating an initial respondent of interest and asking them to identify others, who can then each nominate further potential candidates (Magnani et al. 2005).

2. **Chance**: attempt to avoid accusations of bias by introducing a chance factor.
   - Quota sampling (Scott et al. 2013) involves selecting a pre-determined number of respondents in various categories (e.g. by age group and gender), usually to match population proportions. Selection typically takes place at a convenient location (e.g. interviewing individuals walking to market or waiting at a clinic).
   - Transect sampling (Leslie et al. 2009) is a process in which the researcher takes a central position in a community, selects a random direction (traditionally by spinning a bottle) and then selects respondents who live along that direction.

3. **Purposive**: sample determined by researcher using knowledge of the population and context to meet stated objectives (Palinkas et al, 2013)
   - Typical (modal instance) sampling aims to select a sample that is reasonably representative of a given type of respondent.
   - Heterogeneity (diversity/maximum variance) sampling aims to include the full range of potential responses.
   - Stratified purposive sampling is similar to quota sampling, but with the specific respondents in each category determined by the researcher.

**Probability sampling**

One special group of sampling methods involves the use of ‘probability sampling’. This is the approach adopted in large scale sample surveys such as the Demographic and Health Surveys, World Health Surveys and the Multiple Indicator Cluster Surveys, and it is the reason that they are seen as providing unbiased estimates of key population parameters such as infant mortality rates. The following additional definitions apply:

- **Probability Sample**: A sample selected in such a way that the probability of selection could in theory be calculated for every member of the sample.
- **Sampling frame**: List of entities (or groups of entities) used to select the sample.
- **Population Parameter**: Quantitative information about the sampling population.
- **Sample statistic**: Quantitative information about the sample.
- **Estimation**: The use of a sample statistic to estimate a population parameter.

The first definition imposes a strict criterion for distinguishing between probability samples and non-probability samples. Because the former are widely regarded as least likely to be influenced by sampling errors, there is a tendency for researchers to proceed as if they analysing probability samples when they are not. For example, those conducting market research surveys or political opinion polls will typically adopt methods of analysis which are appropriate to probability samples even though they have not followed sampling procedures that meet the above criterion.
The nature of the criterion is perhaps most easily understand if we examine the distinction between a *chance* sample and a *random* sample. These words are often used interchangeably by those who have no knowledge of sampling theory but in fact have very different meanings. Consider a large meeting taking place in a conference hall. Researchers selecting a sample of ten individuals might stand by the door and interview the first ten people to emerge. If they were interested in gender differences, they might interview the first five women and the first five men. If they were concerned that those leaving first were likely to have different views than those less anxious to leave, they might sample every tenth person until they had reached their target. No matter what additional strategies the researchers introduce, they cannot claim that they have obtained a probability sample. There is no way that they can calculate the probability of selection for any given member of their sample. On the other hand this would be possible if, for example, the names of those attending were written on pieces of paper and placed in a bag, with ten names being selected from that bag. We would then say that every person attending the meeting had an equal probability of being selected, with that probability being equal to ten divided by the total number attending. This would be an example of random sampling as opposed to chance sampling.

The key additional element is the use of a sampling frame. In the above, we can think of the names as being on a list which is then cut up and put into the bag, which simply serves as a mechanism for selecting names *at random* from the list. More traditionally, the sample would be selected from the list using a computer generated *table of random numbers* or, more recently, using a mobile phone app. In some cases such lists will already exist. For example, there may be a list of all licenced doctors or pharmacists practicing in a city or a list of all rural public health facilities in a given region. In the latter case, if we wished to obtain a sample of all the doctors working in such facilities we could take a random sample of facilities, ask each of the sampled facilities to prepare a list of their doctors and then randomly sample from those lists. This would be an example of *two-stage probability sampling*. Rural household surveys often follow a similar procedure, sampling villages at the first stage and households within the sampled villages at the second.

The most common application of probability sample surveys is *estimation of population parameters* using *sample statistics*. Most often this involves the estimation of population means (for example mean number of antenatal visits) or proportions (proportion experiencing a fever in previous two weeks), using the equivalent measures calculated using data from the sample. As indicated above, if it can be determined that the appropriate procedures have been followed in conducting the survey, such estimates are widely regarded as unbiased. A further advantage of probability sampling, which applies to no other approach, is that it is also possible to estimate mathematically the magnitude of the sampling error, the risk that the sample is unrepresentative of the population, from the survey data. This allows statements as to the confidence with which the value of the estimated parameter can be assumed to lie between lower and upper bounds. For example, it might be asserted the proportion experiencing a fever in the previous two weeks (P) may be assumed, with 95% confidence (NCCMT), to lie within the bounds $P - k_1 \times se$ and $P + k_2 \times se$. Where $k_1$ and $k_2$ are known constants and $se$ is the sampling error calculated from the survey data. Such bounded estimates are not only of value to researchers, for example when they are trying to assess changes over time due to an intervention, but also to decision makers attempting to assess the potential costs and benefits of such an intervention when considering a possible change in policy. Perhaps surprisingly, relatively small probability samples can provide reasonably precise bounded estimates for very large populations – in fact the size of the sampling population does not significantly affect the precision of the estimate as long as it is much greater than the size of the sample.

It should however be noted that probability sampling need not be restricted to studies which seek estimates of population parameters. When sample sizes are very small (perhaps less than ten observations), it may well seem preferable to use some form of purposive sampling,
given that the risk of selecting an obviously inappropriate probability sample may be considerable. However, adopting a probability sampling approach can be very useful in larger scale qualitative studies that wish to argue that their findings can be generalised to a wider population. In this instance the primary advantage is that samples selected using this approach will be less open to challenges on the grounds of bias. As long as researchers can claim, and hopefully demonstrate, that they have followed the standard procedures, even critics should be willing to accept that there has been no attempt to subvert the study findings by the deliberate selection of a biased sample.

Against the above advantages must be set the potential costs associated with the need to obtain or construct a sampling frame. This may even raise difficult conceptual issues in terms of the entities to be included or excluded. For example, how should we define a private healthcare facility? Should we list only accredited facilities, even if the great majority of the population use unqualified providers who work from their own homes? Should we include traditional or religious healers? There will often also be considerable practical difficulties. How can we possibly identify all the unaccredited providers in a given area? How can we possibly construct a sampling frame that will allow us to study the healthcare needs of transient migrant workers who seek employment as day labourers? Existing lists, even of health facilities and communities are often outdated and incomplete. Construction of a new list may be difficult, time consuming and expensive, though researchers have found many ingenious ways to address this issue, often by adopting area sampling approaches (Myatt et al. 2005; Bennett et al. 1991), a technique which has become much more readily available with the widespread use of mobile phones that can link to the Geographical Positioning System (GPS).
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